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Figure 1. InterDyn. Given an image and a “driving motion” in the form of a mask sequence, our model generates scene dynamics that
are physically plausible without 3D reconstruction and physics simulation. We investigate the generated “interactive dynamics” under
simulated settings and in-the-wild HOI scenarios.

Abstract

Predicting the dynamics of interacting objects is essential
for both humans and intelligent systems. However, existing
approaches are limited to simplified, toy settings and
lack generalizability to complex, real-world environments.
Recent advances in generative models have enabled the
prediction of state transitions based on interventions, but
focus on generating a single future state which neglects the
continuous motion and subsequent dynamics resulting from
the interaction. To address this gap, we propose InterDyn,
a novel framework that generates videos of interactive dy-
namics given an initial frame and a control signal encoding
the motion of a driving object or actor. Our key insight is

*Equal contribution

that large video foundation models can act as both neural
renderers and implicit physics “simulators” by learning
interactive dynamics from large-scale video data. To effec-
tively harness this capability, we introduce an interactive
control mechanism that conditions the video generation
process on the motion of the driving entity. Qualitative
results demonstrate that InterDyn generates plausible,
temporally consistent videos of complex object interac-
tions while generalizing to unseen objects. Quantitative
evaluations show that InterDyn outperforms baselines
that focus on static state transitions. This work highlights
the potential of leveraging video generative models as
implicit physics engines. Code and trained models will be
released at: https://interdyn.is.tue.mpg.de/.
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1. Introduction
Humans have the remarkable ability to intuitively predict
the future dynamics of observed systems. With just a sin-
gle image, we can anticipate and imagine how objects will
move over time – not only their motion but also their in-
teractions with the environment and other elements in the
scene. Inferring this requires an advanced form of scene-
level reasoning beyond merely recognizing the semantics
and geometry of static elements; it involves a deep physical
and causal understanding of how each object will interact
given the environment, object properties, and forces.

There has been a growing interest in developing machine
learning systems that emulate similar levels of dynamic un-
derstanding given visual observations, such as images or
videos. Early work [81] addressed this by first reconstruct-
ing a 3D representation from the image, then predicting
future states with a physics simulator and finally generat-
ing the output video with a rendering engine. This relies
heavily on explicit reconstruction and simulation, which
is computationally intensive, prone to errors in the recon-
struction, and may not generalize well. More recent meth-
ods [2, 22, 36, 43, 46] leverage keypoint or latent represen-
tations within graph relational frameworks; however, they
have only been trained and validated in over-simplified,
synthetic environments, showing limited generalizability to
complex real-world scenarios.

Instead, the advent of powerful generative models [1, 4,
15, 50, 62] opens new avenues for synthesizing interactions
under complex scenarios. For example, Sudhakar et al. [66]
recently proposed CosHand, a controllable image-to-image
model based on Stable Diffusion [62] that infers state tran-
sitions of an object. The task here is defined as follows:
given an image of a hand interacting with an object, along-
side a hand mask of the current frame and a mask of the
hand at a future frame, generate a modified input image that
satisfies the mask, with realistic interactions. The challenge,
as in early intuitive physics works, lies in accurately mod-
eling how the objects will change after forces are applied.
However, we argue that static state transitions are insuffi-
cient for this task, as they fail to capture the continuous dy-
namic processes inherent to the problem –see e.g. Fig. 2. In-
vestigating interactive dynamics within a two-state setting is
highly limiting, since dynamics can extend beyond the pe-
riod of direct contact –for example, predicting the motion
occurring while a person pours water requires a physical
understanding that goes beyond the state of the hand at a
future frame. The driving force, in this case the hand, may
interact with the system only briefly, but the system’s sub-
sequent dynamics continue according to physical laws and
may even influence other parts via force propagation.

In this paper, we explore controllable synthesis of inter-
active dynamics; generating a video from an input image
and a dynamic control signal (e.g., a moving hand mask) to

Figure 2. State transition vs. dynamics. Methods that gen-
erate static state transitions (i.e. predict a future image) such as
CosHand [66] struggle to capture the inherent dynamic processes
involved in human-object interactions. Here, we show a video se-
quence where the motion continues beyond the interaction.

model realistic object dynamics. In particular, we propose
InterDyn, a novel framework for synthesizing controllable
dynamic interactions that leverages the physical and dy-
namics “knowledge” of a large video foundation model [4].
Unlike prior approaches that rely on explicit physical simu-
lation [81] or are constrained to static state transitions [66],
we leverage video foundation models to generate dynamic
processes implicitly. Specifically, we extend Stable Video
Diffusion (SVD) [4] with a dynamic control branch and
fine-tune it on diverse scenes, enabling the synthesis of
complex interactions aligned with the control signal.

We start our investigation by fine-tuning InterDyn on a
simple synthetic scenario of cubes, cylinders, and spheres:
the CLEVRER dataset [94]. To control the motion we add a
mask driving signal that manipulates the movement of some
(but not all) of the objects in the scene. We then evalu-
ate how the synthesized trajectories of uncontrolled objects
change under various interactions, including multiple ob-
jects colliding with each other. This multi-object collision
setting allows us to “probe” the physical understanding and
causal effects of the video diffusion model, and our qualita-
tive experiments have shown InterDyn’s ability for counter-
factual future prediction and physical force propagation.

Further, we evaluate how the system performs in a highly
complex, real-world scenario, such as Human-Object Inter-
action (HOI). Here, the dexterity of hand motions and the
diversity of objects vastly increase the complexity of the
problem. We fine-tune the model on a commonly used HOI
video dataset [20] and compare it with the state-of-the-art
baseline CosHand [66] as well as other recent baselines. In
both scenarios, we quantify our investigations using stan-
dard image and video metrics, as well as a motion fidelity
metric based on point tracking. InterDyn surpasses the pre-
vious SOTA over 37.5% on LPIPS and 77% on FVD on the
Something-Something-v2 dataset [20]. Our experiments
also demonstrate diverse physical plausible generations of
interactive dynamics, probing into SVD’s “understanding”
of physics and dynamics.
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In summary, we present InterDyn, the first framework
that employs video generative models to simulate object dy-
namics without explicit 3D reconstruction or physical sim-
ulation. We demonstrate how the inherent ”knowledge”
within video foundation models can be leveraged to pre-
dict complex object interactions and movements over time,
implicitly modeling physical and causal dynamics. We per-
form comprehensive experiments on multi-object collision
datasets and hand-object manipulation datasets, demon-
strating the effectiveness of our approach.

2. Related Work

Modeling human-object interactions (HOI). Human-
object interactions have been widely studied within the
context of 3D reconstruction [16, 17, 25, 26, 69, 85, 91],
where the goal is to recover realistic geometry of hands
and objects. The field of 3D HOI synthesis has also re-
ceived increasing attention, including the generation of
static [37, 41, 67, 104] or dynamic [59, 68, 101, 103]
hand poses conditioned on 3D objects, whole-body inter-
actions [87], or more recently, hand-object meshes given
textual descriptions [9, 14, 53, 83, 93]. Few works address
HOI synthesis in the 2D domain. GANHand [13] predicts
3D hand shape and pose given an RGB image of an object,
while AffordanceDiffusion [92] estimates a 2D hand in-
stead, by leveraging a diffusion model. Kulal et al. [44] take
as input an image of a human and a scene separately and
generate a composite image that positions the human with
correct affordances. Also relevant is HOIDiffusion [99], in
which a texture-less rendering of a 3D hand and object is
converted to a realistic image using a text description. Most
closely related to us is CosHand [66], which takes as in-
put an RGB image of a hand-object interaction, hand mask
at the current state, and hand mask of the future state, and
generates an RGB image of the future state. Unlike us, they
cannot generate post-interaction object dynamics and are
more heavily dependent on hand mask quality. Importantly,
none of these works study dynamics, generating instead dis-
crete state transitions that fail to capture the nuanced, tem-
porally coherent behaviors observed in interactions.

Synthesizing causal physical relations from visual input.
A growing body of work aims to model and predict physical
causal effects from visual inputs such as images or videos.
For example, research in intuitive physics seeks to replicate
the human-like, non-mathematical understanding of physi-
cal events, e.g. by predicting future frames given an input
video. Early works like [21, 45] train neural networks to as-
sess the stability of block towers, while [22] leverage prior
physical knowledge formalized through partial differential
equations (PDEs). Other approaches investigate counterfac-
tual reasoning by leveraging graph neural networks [2, 36].
Wu et al. [79–81] explore the use of an inverse rendering

approach, extracting geometry and physical properties from
the video which are then coupled with a physics simulator
and a rendering engine to generate the future frames. Other
works [78] incorporate Interaction Networks [3] to approx-
imate physical systems from video data. These approaches
are often limited to simplified, synthetic datasets and strug-
gle to generalize to real-world scenarios.

Recent methods have started to combine language mod-
els with physical engines. Liu et al. [48] ground a large lan-
guage model using a computational physics engine while
Gao et al. [18] show that fine-tuning a vision-language
model (VLM) on annotated datasets of physical concepts
improves its understanding of physical interactions. Closely
related to our work is PhysGen [49], which trains an image-
to-video model that conditions the video generation on
physics parameters (e.g., force or torque). However, the
model relies on a dynamics simulator to generate motion,
and its application is limited to rigid objects. A related but
tangential line of work focuses on identifying and gener-
ating the effects of objects on their surroundings. For ex-
ample, Omnimatte [52] introduces the problem of identi-
fying all parts of a scene influenced by an object, given a
video and a mask of the object. Similarly, Lu et al. [51] pro-
pose to re-time the motion of different subjects in a scene
while maintaining realistic interactions with the environ-
ment. ActAnywhere [58] generates videos with plausible
human-scene interactions, taking a masked video of a per-
son and a background image as input. These works address
the problem of synthesizing realistic interactions within a
scene, however, lack fine-grained control.

Controllable video generation. Video generation has ad-
vanced significantly in recent years, with diffusion models
leading to substantial improvements in unconditional [30,
96], text-based [1, 4, 5, 11, 19, 24, 29, 34, 64, 73, 82,
89, 102] and image-based [1, 4, 19, 23, 75, 86] genera-
tion. These advances have raised the question of how to
incorporate more nuanced control into video generation.
Some text-to-video approaches are trained by “inflating”
text-to-image (T2V) models [7, 12, 23, 24, 35, 82], and
can thus be integrated with conditional T2V models such
as ControlNet [98] or T2V-Adapter [56]. Control can also
be achieved by conditioning on trajectories [54, 84, 95] or
bounding-boxes [74], fine-tuning on appropriate datasets.
VideoComposer [75] incorporates multiple condition types,
including text, depth, style, and temporal conditions via
motion vectors. Camera motion control has also been ex-
plored, with AnimateDiff [76] employing LoRA [31] mod-
ules to control camera movement, while MotionCtrl [77]
and CameraCtrl [27] directly embed the camera informa-
tion for more precise control. Additionally, several works
target human animation from a pose control signal, such
as DreamPose [39], MagicPose [88], and AnimateAny-
one [32]; however, they do not account for interactions.
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3. Controllable Interactive Dynamics
Video diffusion models such as [4, 50] have demonstrated
impressive performance in generating videos from text or
images, and have even shown potential in tasks that re-
quire 3D understanding when properly fine-tuned [33, 71].
Trained on millions of videos, we hypothesize that these
models also possess implicit knowledge of complex inter-
active dynamics, such as those that appear when humans
interact with objects. Out of the box, however, they lack a
precise control mechanism, often relying solely on textual
inputs or requiring careful selection of the starting frame.

In this work, we extend Stable Video Diffusion [4]
(SVD) to enable controllable interactive dynamics and ex-
plore the versatility of these models across a range of
scenarios. SVD is a publicly available latent diffusion
model [62] that extends Stable Diffusion 2.1 to video gen-
eration by interleaving the network with temporal layers.
Given a static input image of a scene as conditioning, SVD
denoises a sequence of T frames y ∈ RT×H×W×3 to gen-
erate a video that follows the initial frame. The condition-
ing image is fed into the denoising U-Net by concatenating
its latent to each of the frames in the noised input, and by
supplying its CLIP [60] embedding to the U-Net’s cross-
attention layers. In addition, SVD is conditioned on the FPS
and motion ID of the video, where the motion ID represents
the amount of motion present in the sequence.

Given an input image, x ∈ RH×W×3, and a driving
motion in the form of a pixel-wise corresponding control
signal c ∈ RT×H×W , we task InterDyn with generating
a video sequence, y ∈ RT×H×W×3, depicting plausible
object dynamics. Through this task, we aim to learn the
conditional distribution between a driving motion, such as
that of a human hand, and the consequent motion of manip-
ulated objects. In our task, the model needs to synthesize
plausible object movement and appearance without any in-
dication other than the driving motion, while maintaining
physical and visual consistency with the input image.

InterDyn extends SVD with an additional control sig-
nal c ∈ RT×H×W×3 by integrating a ControlNet-like
branch [97]. The SVD weights remain frozen to preserve
its learned dynamics prior. Following [97], we introduce a
trainable copy of the SVD network connected to the origi-
nal one via zero-convolutions. We use a small CNN, E(·),
to encode the control signal c into the latent space, which
is then added to the noisy input latent that is passed to the
ControlNet encoder. Importantly, similar to SVD, the con-
trol branch interleaves convolutional, spatial, and tempo-
ral blocks, enabling InterDyn to be temporally-aware when
processing the control signal. This allows InterDyn to be
robust to noisy control signals, see Figure 6.

We set the motion ID to a constant 40 during training
and inference. To facilitate classifier-free guidance [28], we
randomly drop the input image with a probability of 5%. At

inference, we start from Gaussian noise and use InterDyn
to generate a video with plausible object dynamics. We
choose masks as conditioning signals due to their accessi-
bility. However, our method can potentially be extended
to incorporate diverse types of signals. Our experiments
demonstrate that the choice of conditioning signal does not
significantly impact performance, see Appendix B.

4. Experiments
The primary goal of this work is to synthesize scene-level
interactive dynamics by leveraging the implicit physical un-
derstanding of a pre-trained video generative model. We
begin by probing the model’s ability to predict physically
plausible outcomes within simulated environments, specifi-
cally using the CLEVRER dataset [94]. We test counterfac-
tual future predictions based on different interactions and
generate dynamics resulting from force propagation. Moti-
vated by these promising results, we extend our investiga-
tion to complex, real-world hand-object interaction scenar-
ios using the Something-Something-v2 dataset [20], con-
ducting comprehensive comparisons with existing baselines
that pursue similar objectives. Additionally, we showcase
diverse physical examples to demonstrate the capabilities
of InterDyn in generating realistic interactive dynamics.

4.1. Training details
We initialize InterDyn with the 14-frame publicly avail-
able [72] image-to-video weights of SVD [4]. We use the
Adam optimizer [42] with a learning rate of 1 × 10−5. For
all experiments, we use the EDM framework [40] with a
noise distribution defined by log σ ∼ N (0.7, 1.62). We
train on two NVIDIA H100 GPUs with a per-GPU batch
size of 4. Dynamic events vary in duration; with brief ac-
tions such as dropping an object spanning just a couple of
frames and longer actions such as moving an object span-
ning several seconds. Here, the context length and FPS to-
gether define the temporal resolution of dynamics. To strike
a balance between capturing short- and long-range events,
we subsample videos to 7 FPS for all datasets.

4.2. Metrics
We evaluate InterDyn on image quality, spatio-temporal
similarity, and motion fidelity. Image quality metrics are
computed frame-wise. All metrics are reported excluding
the first frame, as it serves as input conditioning.
Image quality. To assess per-frame image quality we report
the Structural Similarity Index Measure (SSIM) [76], Peak
Signal-to-Noise Ratio (PSNR), and Learned Perceptual Im-
age Patch Similarity (LPIPS) [100].
Spatio-temporal similarity. To assess the spatio-temporal
perceptual similarity between the ground truth and the gen-
erated video distributions, we employ the Fréchet Video
Distance (FVD) [70], as implemented in [65].
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(a) Counterfactual Dynamics. Top: ground-truth collision sequence. Bottom: two different futures generated by InterDyn(1) w/ brown-rubber-cylinder
and (2) w/o brown-rubber-cylinder. Note how the trajectory (shown as a red line) of the uncontrolled red-metal-sphere changes.

(b) Force Propagation. Top: ground-truth collision sequence. Bottom: InterDyn can generate plausible force propagation to and amongst uncontrolled
objects (cyan-rubber-cylinder, pink-metal-cylinder, and pink-rubber-cube).

Figure 3. Physical investigation on the CLEVRER dataset. Given a 3D scene and the “driving” motion of one or two objects, our
model predicts the future interaction dynamics of multiple elements in the scene. The driving motion is given in the form of semantic mask
sequences. The predicted motions are highlighted with a red-line trajectory. Note that our model can predict multiple futures (top), or even
force propagation across multiple uncontrolled objects (bottom). ü Zoom in for details.

Motion Fidelity. Since we do not explicitly control ob-
ject dynamics, pixel alignment between the object in the
ground truth and the generated video is only guaranteed in
the starting frame. In light of this, we assess the quality of
object motion by adapting the motion fidelity metric pro-
posed by Yatim et al. [90], which measures the similarity
between point-tracking trajectories.

Using the object bounding box from the Something-Else
dataset as an input prompt to SAM2 [61], we obtain a mask
of the object in the starting frame of the video. Using the
mask, we sample 100 points on the object and track these
throughout both the ground truth and generated video using
CoTracker3 [38]. Given the resulting two sets of tracklets
T = {τ1, . . . , τn}, T̃ = {τ̃1, . . . , τ̃m} the motion fidelity

metric measures the correlation their and is defined as:

1

m

∑
τ̃∈T̃

max
τ∈T

corr(τ, τ̃) +
1

n

∑
τ∈T

max
τ̃∈T̃

corr(τ, τ̃), (1)

where the correlation between two tracklets corr(τ, τ̃) [47]
is defined as:

corr(τ, τ̃)
1

F

F∑
k=1

vxk · ṽxk + vyk · ṽyk√
(vxk)

2 + (vyk)
2 ·

√
(ṽxk)

2 + (ṽyk)
2

. (2)

Here (vxk , v
y
k), (ṽ

x
k , ṽ

y
k) are the kth frame displacement of

tracklets τ, τ̃ respectively. If there are less than 100 points
to query on the object due to it being too small, we do not
consider the video for the motion fidelity metric.
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4.3. Probing dynamics with object collision events
We investigate the ability of SVD to generate interactive dy-
namics using the synthetic CLEVRER dataset [94], which
includes 20,000 videos of colliding objects with annotated
segmentation masks, 3D locations, and collision events.
We sample videos where stationary objects interact with
moving objects entering the scene. Segmentation masks
are used to construct control signals for moving objects,
and differently colored masks help the model distinguish
unique objects. Frames are randomly cropped and scaled
to 320× 448, and starting frames are sampled before colli-
sions to maximize exposure to dynamics. Our primary goal
is to assess whether InterDyn can generate future frames
that are physically plausible in response to introduced in-
teractions. Specifically, we examine whether the model can
produce meaningful object movements for uncontrolled ob-
jects in the scene, given the movement of objects entering
the scene—for instance, determining how an object would
move if struck by another.

Beyond direct interactions, we focus on two more chal-
lenging physical scenarios: Counterfactual Dynamics:
We investigate whether the model can predict plausible mo-
tion trajectories involving multiple interactions at differ-
ent time steps. This involves generating realistic motions
under counterfactual scenarios, where different interaction
configurations lead to different causal effects—much like
a physics simulator. This tests how multiple interactions
influence a single object. Force Propagation: We exam-
ine whether the model can generate subsequent object dy-
namics through force propagation. This means assessing
whether objects beyond our direct control interact with each
other in physically plausible ways. Here, we are interested
in how one interaction influences multiple objects. We con-
duct both experiment settings on the CLEVRER test set.

As illustrated in the “Future 1” row in Fig. 3a, the gray
cylinder (controlled object 1) collides with the stationary
red sphere, causing it to move. Along its new trajectory, the
red sphere is then struck by the brown cylinder (controlled
object 2), altering its path once again. Compared to the top
row, which shows the ground truth physics-simulated ren-
derings, InterDyn synthesizes dynamics that are physically
plausible without explicit knowledge of the objects’ mass
or stiffness. For the counterfactual experiment shown in the
“Future 2” row, we remove the brown cylinder and observe
how dynamics change after this. Without this second inter-
action, the red sphere continues along its original trajectory,
as indicated by the red point-tracking path—consistent with
physical expectations. Importantly, there is no control sig-
nal for the red sphere throughout the sequence; its motion
is entirely generated by InterDyn.

InterDyn can generate force propagation dynamics,
where uncontrolled objects interact with each other, as il-
lustrated in Fig. 3b. The sole driving force is the red cylin-

der at the top left. This controlled object moves towards and
collides with the uncontrolled blue cylinder, setting it into
motion. The blue cylinder then collides with the uncon-
trolled purple cylinder, which subsequently impacts the un-
controlled purple cube on the far right. The point-tracking
trajectories display the position changes of all three objects
in a manner consistent with physical laws. This experiment
suggests that InterDyn possesses an implicit understanding
of physical interactions, enabling it to generate plausible
dynamic sequences. We provide directions to (more) results
in video format in Appendix A.

While the CLEVRER experiments highlight the funda-
mental capabilities of InterDyn in generating interactive
dynamics, we are also interested in evaluating its perfor-
mance in complex, real-world scenarios—the environments
for which the video model was originally trained.

4.4. Generating Human-Object Interactions

We find such scenarios in the Something-Something-v2
dataset [20]. Originally proposed for human action recogni-
tion and video understanding, this dataset provides 220,847
videos of humans performing basic actions with every-
day objects. It contains actions like “pushing [something]
from left to right”, “squeezing [something]” and “lifting
[something] with [something] on it”. The Something-Else
dataset [55] provides bounding box annotations for 180,049
of these videos, which we use to extract hand masks with
SAM2. This dataset allows us to train InterDyn at a
larger scale and to compare with our closest competitor
CosHand [66]. We train one version at the same resolution
as CosHand, 256× 256, and a second version at 256× 384,
which aligns better with the video resolution SVD has been
trained on. We provide directions to (more) results in video
format in Appendix A.

4.4.1. Baselines
We compare InterDyn with two CosHand variants: a frame-
by-frame approach and an auto-regressive approach. The
results can be found in Tab. 1. In the first approach, we pre-
dict each frame x̂t+1 in the sequence from the input frame
and its corresponding mask:

x̂t+1 = CosHand(x0, h0, ht+1), ∀t ∈ [1, 13], (3)

where h0, ht denote a mask, and x̂0 is the initial frame. In
the second approach, we use CosHand to generate videos
auto-regressively in the following manner:

x̂t+1 = CosHand(x̂t, ht, ht+1). ∀t ∈ [1, 13], (4)

where x̂t is the generated frame from the previous time
step. To avoid error propagation from the VAE decoding-
encoding process, x̂t+1 remains in latent space.
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Figure 4. Qualitative comparison with two temporal variants of CosHand [66]. A two-state approach such as CosHand struggles with
post-interaction object dynamics. ü Zoom in for details.

SSIM ↑ PSNR ↑ LPIPS ↓ FVD ↓ Motion Fidelity ↑
CosHand 14-frame 0.615 16.87 0.313 91.18 0.432
CosHand Auto-regressive 0.531 14.92 0.408 90.30 0.570
Ours (256×256) 0.664 18.60 0.260 19.27 0.633

Ours (256×384) 0.680 19.04 0.252 22.22 0.641

Table 1. Comparisons on the Something-Something-v2 dataset
(video data). We compare against two video extensions of
CosHand: (1) by generating each frame from the initial image
(CosHand 14-frame), (2) by auto-regressively generating the
frames (CosHand Auto-regressive). All videos are gen-
erated with 14 frames. We provide two resolutions for InterDyn:
256×256 (same resolution as CosHand) and 256×384 (more com-
patible with SVD). We evaluate in terms of SSIM, PSNR, LPIPS,
FVD, and a tracking-based metric (Motion Fidelity) [90].

Analysis We observe that CosHand in the frame-by-frame
setting achieves high image quality, as indicated by the
SSIM, PSNR, and LPIPS metrics, but struggles with tempo-
ral coherence and motion fidelity. Qualitatively, we notice
that the object location may appear inconsistently across
frames due to the lack of temporal context. In contrast, the
auto-regressive version improves object motion fidelity over
the frame-by-frame approach but suffers from lower frame-
wise image quality due to error propagation. Importantly,
it fails in scenarios requiring accurate post-interaction dy-
namics, such as when objects continue moving after being
released from direct hand contact as shown in Fig. 4.

Our method, InterDyn (256×384), achieves the best
overall performance, surpassing CosHand in image quality,
spatio-temporal dynamics, and motion fidelity. It generates
realistic post-interaction dynamics—such as rolling or slid-
ing objects—and effectively handles noisy control signals.
InterDyn (256×384) aligns better with the frozen U-Net
prior, outperforming the InterDyn (256×256) variant.

Different from its two-states-based competitors,
InterDyn interprets the control signals at the sequential
motion level, rather than simply pixel-aligning with the
provided hand masks. For instance, when SAM2 produces
noisy mask sequences due to significant motion blur (as
shown in Fig. 6), leading to incomplete or coarse hand
shapes, InterDyn remains robust during inference. By
leveraging its temporal prior and temporal control branch
to handle noisy outliers, InterDyn can translate coarse
and noisy masks into detailed hands –including individual
fingers–, holistically reasoning about the temporal control
signal. This sets it apart from methods that rely on precise
input mask fidelity. We have conducted experiments on
different variants for the control signal, see Appendix B.

Static comparison. For completeness, we also compare
against CosHand [66] on a per-frame basis. For this, we
extract the per-frame metrics for the second frame from
InterDyn’s and CosHand’s video generation, and compare
against the baselines evaluated in [66]. Quantitative results
are shown in Tab. 2.

4.4.2. Diverse physical generation with InterDyn
We present several examples of the diverse interactive dy-
namics generated by InterDyn in Figure 5. Row 1 shows
how InterDyn generates the articulated motion of an object.
Row 2 showcases pouring water into a glass; note how the
water level increases over time. Row 3 demonstrates an ob-
ject being dropped, moving out of frame when falling, and
rolling back in frame once hitting the floor, featuring real-
istic motion blur synthesis. Rows 4 and 5 illustrate how
InterDyn handles squeezing interactions—the rubber and
the spring are compressed and restored accordingly. Row

7



Figure 5. Diverse generation of interactive dynamics. We show multiple challenging examples, such as (from top to bottom): interacting
with articulated objects, pouring liquid, letting an object fall, squeezing a highly deformable or “collapsible” object, interacting with
reflective objects, tilting a ridged object, or stacking objects. ü Zoom in for details.
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Figure 6. Robustness to noise. InterDyn can generate plausible hand and object dynamics (green) with incomplete or coarse control
signals (red) extracted by SAM2 from frames with considerable motion blur. ü Zoom in for details.

Method SSIM ↑ PSNR ↑ LPIPS ↓
MCVD [66, 71] 0.231 8.75 0.307
UCG [62, 66] 0.340 12.08 0.124
IPix2Pix [6, 66] 0.289 9.53 0.296
TCG [62, 66] 0.234 9.05 0.221
CosHand [66] 0.414 13.72 0.116

CosHand (our test set) 0.698 20.55 0.194
Ours (256×256) 0.785 23.93 0.127
Ours (256×384) 0.796 24.37 0.122

Table 2. Comparisons on the Something-Something-v2 dataset
(static data). We compare against CosHand and other static base-
lines on the task of generating a single future frame. The top five
rows were taken from [66]. Since CosHand does not provide the
exact validation split, we also evaluate their method on our own
validation set. For a fair comparison, we train two methods: one
with the same resolution as in CosHand (256×256), and another
one on the native resolution of SVD (256×384).

6 demonstrates an understanding of physical size and dis-
tance to the camera, as the phone moves closer to the viewer.
These results highlight the complexity that InterDyn is ca-
pable of handling, implying its generalization ability and
future potential as an implicit yet generalized physical sim-
ulator and renderer.

5. Conclusion

We introduced InterDyn, a framework that generates
videos of interactive dynamics by leveraging large video
foundation models as implicit physics simulators. By
incorporating an interactive control mechanism, InterDyn
produces plausible, temporally consistent videos of
object interactions—including complex human-object
interactions—while generalizing to unseen objects. Our
evaluations demonstrate that InterDyn effectively captures
continuous motion and subsequent dynamics, outperform-
ing baselines that focus on single future states. This work
highlights the potential of using video generative models
for physics simulation without explicit reconstruction,
opening new avenues for future research.
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Occl. SSIM ↑ PSNR ↑ LPIPS ↓ FVD ↓ Motion Fidel. ↑
Mask ✗ 0.829 24.08 0.123 39.94 0.666
Joints ✗ 0.827 24.00 0.124 40.02 0.673
Mesh ✗ 0.828 24.14 0.122 41.99 0.663

Mask ✓ 0.829 24.15 0.122 37.64 0.675
Joints ✓ 0.827 24.05 0.124 44.07 0.665
Mesh ✓ 0.829 24.15 0.121 40.11 0.675

Table 3. Control-signal evaluation on the DexYCB [10] dataset,
256×256 resolution. Using binary masks does not incur signifi-
cant performance loss compared to joints or meshes.

A. Additional Results
We provide more qualitative results in Fig. 9 and as videos
at: https://interdyn.is.tue.mpg.de/.

B. Control Signal
In this work, we use binary masks of a hand as the con-
trol signal. However, other types of signals such as skele-
tons or meshes could provide richer controllability, since
they inherently encode pseudo-3D information and capture
correspondences across frames. Nevertheless, collecting
large datasets with these types of annotations is significantly
more challenging compared to binary masks, for which
high-performance image segmentation models like SAM2
are readily available.

To test the impact of our choice, we ran an experiment
on the DexYCB dataset [10]. Originally proposed for 3D
pose estimation, DexYCB provides 8000 videos of hands
grasping an object with accompanying ground-truth hand
and object poses [10]. To represent 3D hand pose, DexYCB
uses the parametric human hand model MANO [63], which
we render as a binary mask, as joints in a similar style as
OpenPose [8], and as a colored mesh using the colormap
from [57], see Fig. 7.

We noticed that when generating hand masks with
SAM2 on the Something-Something-v2 dataset, the result-
ing masks have the object’s contour cut out when held in
the hand. This inadvertently provides InterDyn with a small
amount of information about the shape of the object that is
being manipulated (a limitation shared with CosHand [66]).
For this experiment, to ensure a fair comparison between
control signals, we train separate versions of InterDyn that
explicitly incorporate or leave out occlusions of all objects
in the scene, see Fig. 7.

We train 12 different versions of InterDyn on the
DexYCB dataset, each version being a combination of
the following: resolution (256×256 or 256×384); con-
trol signal (mask/joints/mesh); and control signal occlusion
(yes/no). In this experiment, as Tab. 3 and Tab. 4 show, we

Figure 7. Evaluated control signals. From left to right: binary
mask, joints in the style of OpenPose [8], and colored mesh [57].
Top: w/o occlusions. Bottom: with occlusions. ü Zoom in for
details.

Occl. SSIM ↑ PSNR ↑ LPIPS ↓ FVD ↓ Motion Fidel. ↑
Mask ✗ 0.847 24.75 0.121 41.99 0.670
Joints ✗ 0.846 24.72 0.122 41.17 0.676
Mesh ✗ 0.847 24.83 0.121 42.26 0.665

Mask ✓ 0.847 24.79 0.121 41.18 0.672
Joints ✓ 0.846 24.69 0.122 41.41 0.676
Mesh ✓ 0.848 24.86 0.119 38.83 0.680

Table 4. Control-signal evaluation on the DexYCB [10] dataset,
256×384 resolution. Using binary masks does not incur signifi-
cant performance loss compared to joints or meshes.

find that the control signal has almost no effect on the image
quality, spatiotemporal dynamics, and motion fidelity. This
highlights the potential of using simple and easily accessi-
ble control signals to generate high-quality video outputs.

C. Limitations

Fig. 2 illustrates the current limitations of InterDyn on chal-
lenging scenarios. The first row shows that object consis-
tency is not guaranteed, with the yellow toy changing shape
when the tower falls over. The second row shows that when
the object is not already in the frame, InterDyn sometimes
generates an object that is not identifiable as belonging to
a specific class. The third row shows a scenario in which
it is particularly difficult to estimate the depth of the scene,
causing InterDyn to drop the pen while it is already on top
of the surface. Lastly, the fourth row shows a scenario in
which a coin should be buried in flour, however, the object
in our generation simply disappears.
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Figure 8. Limitations of InterDyn. We show challenging scenarios in which InterDyn underperforms, such as (from top to bottom):
object consistency in highly dynamic scenarios, no object in first frame, depth ambiguity and burying an object. ü Zoom in for details.

D. Video Class Analysis

As mentioned in Sec. 4.4, the Something-Something-v2
dataset includes videos of human-object interactions, such
as “pushing [something] from left to right”. These phrases
serve as class labels, enabling us to analyze the video
classes where InterDyn (256×384) performs best and
worst, in terms of motion fidelity. Table 5 presents the 20
best and 20 worst-performing classes based on motion fi-
delity, alongside the number of videos for each class in the
validation set and the average motion fidelity score.

First of all, we notice that InterDyn generally per-
forms less effectively on underrepresented classes within
the dataset, while at the same time, many of these underrep-
resented classes involve complex dynamics, such as spin-
ning, burying, or folding objects. From Tab. 5, we ob-
serve that InterDyn (256×384) performs best on simpler
motions, particularly translations relative to the camera.
This includes actions like moving an object up, down, or
across, as well as dropping objects, moving objects toward
or away from the camera, and picking up objects. Con-
versely, InterDyn struggles with classes involving highly
complex dynamics, such as non-translational object-object
interactions (e.g., throwing one object at another, burying
an object, or poking structures made up of multiple com-

ponents like stacks or toy towers). It also underperforms
on spinning objects or their parts (e.g. a fidget spinner or a
ceiling fan). We believe this is not an inherent limitation of
InterDyn but rather the result of a combination of factors:
the dataset’s frame rate (FPS), the presence of motion blur,
and the under-representation of these more unique classes.

E. Ethical Considerations
Video generation models, such as InterDyn, could be mis-
used for creating deepfake videos that spread misinforma-
tion or compromise trust. Such applications pose a large
risk for society and highlight the importance of developing
ethical guidelines that can serve as safeguards when devel-
oping video generation models as well as when applying
them to downstream tasks. On the positive side, advances
such as InterDyn could be used to enhance storytelling in
entertainment or aid in deepfake detection by identifying
motion-dynamic inconsistencies. By advancing our under-
standing of interactive dynamics responsibly, we can am-
plify their positive societal impact while mitigating risks.
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Figure 9. Additional results of InterDyn on Something-Something-v2. We show multiple challenging examples, such as (from top
to bottom): spinning a fidget spinner, tilting a sleek ridged object, squeezing a ball despite receiving an incomplete control signal, hand
object-object interaction, zooming in, squeezing a sponge, dropping a hairband, or hand object-object interaction despite receiving a sparse
control signal. ü Zoom in for details.
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Order Label Count Avg motion fidel.

1 Moving something down 182 0.86
2 Pulling something from right to left 57 0.84
3 Moving something up 197 0.82
4 Pulling something from left to right 83 0.82
5 Holding something over something 165 0.80
6 Holding something 103 0.80
7 Moving something across a surface without it falling down 26 0.79
8 Pushing something from left to right 123 0.79
9 Holding something in front of something 138 0.78
10 Pushing something from right to left 122 0.77
11 Putting something on a surface 85 0.77
12 Moving something across a surface until it falls down 28 0.77
13 Lifting something with something on it 369 0.77
14 Squeezing something 216 0.77
15 Lifting something up completely without letting it drop down 66 0.75
16 Throwing something in the air and letting it fall 6 0.75
17 Moving something closer to something 105 0.75
18 Holding something next to something 135 0.75
19 Putting something that can’t roll onto a slanted surface, so it stays where it is 15 0.75
20 Trying to bend something unbendable so nothing happens 74 0.74
. . . . . . . . . . . .
114 Spinning something so it continues spinning 51 0.47
115 Poking something so that it falls over 42 0.46
116 Pulling something out of something 33 0.46
117 Folding something 187 0.46
118 Poking something so it slightly moves 71 0.45
119 Spinning something that quickly stops spinning 47 0.45
120 Taking something out of something 66 0.45
121 Unfolding something 122 0.44
122 Putting something, something, and something on the table 60 0.44
123 Piling something up 27 0.43
124 Something being deflected from something 10 0.41
125 Poking something so lightly that it doesn’t or almost doesn’t move 83 0.41
126 Burying something in something 4 0.41
127 Showing something next to something 19 0.40
128 Pushing something so it spins 23 0.39
129 Poking something so that it spins around 7 0.39
130 Putting number of something onto something 5 0.37
131 Poking a stack of something so the stack collapses 8 0.34
132 Showing something on top of something 14 0.34
133 Wiping something off of something 9 0.32

Table 5. Motion fidelity for different action classes on the Something-Something-v2 dataset. The table shows the top and bottom 25
categories in terms of motion fidelity, together with the number of samples for that category in the validation set. The top categories contain
many translation dynamics with respect to the camera, such as moving something up or from left to right. The bottom categories contain
very complex dynamics such as spinning, burying, or showing an object from behind something.
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